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Debate Framework

Figure 1: Proposed model architecture. We consider the UNet as our benchmark segmentation architec- ture and for the proposed architecture, VQ-UNet, we add a vector quantisation block at the bottleneck layer of the baseline UNet. Our codebook size (K) is 1024 each of dimension (D) 256. We consider both 2D 

and 3D Unets for 2D and 3D datasets respectively.

• Quantisation is non-differentiable, so we update the codebook weights  with straight-through gradient approximation. We use the following loss function with stop gradient (sg) applied to constrain the update to the appropriate operand [1].

The first two terms in the above equation refers to the dice and cross entropy loss while the last two terms aims to reduce the Euclidean distance between the codebook vectors and the output of the encoder.

• Given the assumptions made, Φq (Φe(x+δ(x))) = Φq (Φe(x)+δ(x)T ∇xΦe(x)). We claim, quantisation pushes δ(x)T ∇wΦe(x) to 0 and thereby enforces Φq (Φe(x + δ(x))) = Φq (Φe(x)). 

Conclusion

• We propose and justify the argumentative framework to demystify the

reasoning process of any pre-trained CNN classifiers.

• Contestable/Argumentative approaches provides multiple different

perspectives on the model’s reasoning process.

• One main limitation in this work is to address human

understandability of the generated player arguments, which we plan to

address in future work.
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Our Approach

We model our framework as a multiplayer sequential zero-sum game, where players aim 

to maximize their utilities by adjusting their arguments with respect to other players’ 

counterarguments in the process of understanding the classifier’s reasoning.

Aim

Given an input x and a pre-trained model (Φ), aim is to understand model’s reasoning 

behind making certain prediction via computational argumentation.

Advantages

• The contrastive nature of our framework encourages players to put forward diverse

arguments, picking up the reasoning trails missed by their opponents.

• The Debate framework focuses on interaction between arguments and not just

feature importance.

Quantization

• The quantization process initially requires us to define a codebook, with K discrete 

embeddings where each embedding is a D dimensional vector.

• We then define a discrete uniform prior and learn a categorical distribution as 

follows [1]:

Hypothesis

• In the proposed debate game, both the players converge at NE, making true and honest arguments 

about the given environment [2].

• At any NE, sampled features z for any given image can be divided into z1 and z2, such that 

z1, z2 ⊆ z, z1 ∪ z2 = z and z1 ∩ z2 = φ, where z1 is a set of features uniquely observed for a given 

class of images (semi-factual set of features) while z2 is a set of features that can be observed for 

multiple classes (counter-factual set of features), as described in the figure.

Considered Models

We tested our framework on three different pre-trained models​:

1. 5 layered sequential CNN, trained on MNIST dataset with an image

resolution 32x32

2. 5 layered sequential CNN, trained on SHAPES dataset with an image

resolution 32x32

3. Densenet 121 trained on AFHQ dataset with an image resolution 128x128

Results

Table 1: Ablation results on debate accuracy and split ratio wrt debate length

Properties

Arguments behavior at convergence for the model trained on SHAPE dataset, the 
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from left to right corresponds to 4, 6, and 10 argument debates.
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